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Abstract

Concepts from quality sciences, such as robust design,
six-sigma, and design-of-experiments have had a large
impact on product development in industry. These
concepts are increasingly used in a model-based en-
gineering context where data is gathered from simu-
lation models rather than laboratory setups or proto-
types.

This paper presents a framework to apply such ideas
to analysis of dynamical systems. A set of tools
that can be used for uncertainty analysis of dynam-
ical Modelica models is presented. These tools are
made available in the FMI Toolbox for MATLAB. The
workflow and tools are demonstrated on a cooling loop
design problem.

Keywords: Design-of-experiments, Robust design,
Controls, Modelica, FMI

1 Introduction

Model-based engineering is a key technology for com-
petitive product development. However, implement-
ing, parameterizing, and validating simulation models
of physical systems is time-consuming and costly. To
make modeling efforts pay off, it is necessary to sys-
tematically consider tools, practices, and workflows to
get the most use out of a model portfolio.

In this paper, we present a tool-chain and a method-
ology to efficiently integrate concepts from robust de-
sign and design-of-experiments to design and analy-
sis of dynamical systems. Robust design is a well-
established methodology that aims to design products
and systems such that they are inherently robust to
variations in components and operating conditions. A
large amount of research has been directed towards
robust design methodologies, that includes concepts
such as design of experiments, quality engineering,
critical parameter management, and six sigma [8, 5].
In the last years, there has been a growing interest in
applying these kinds of techniques to analyze detailed
simulation models, see e.g. [1, 2, 6, 7, 10, 4].

The tools presented in the paper are integrated into
the FMI toolbox for MATLAB. Functional Mockup
Interface (FMI) is a standard that allows importing and
exporting dynamical models between different tools.
First released in 2010, the standard has quickly been
adopted in industry and is currently supported by a
large range of tools used for physical systems mod-
eling. FMI is a powerful standard for deploying tool-
independent workflows and processes. Together with
physical dynamical simulation models from Modelica,
it provides a suitable platform for applying robust de-
sign concepts to analysis of dynamical systems.

The paper starts by discussing typical applications
of simulation models, and providing an overview of
design-of-experiments (DoE) concepts. The ideas be-
hind the design of the new DoE tools in the FMI tool-
box for MATLAB are then described. The use of the
tools is then illustrated for the design of a cooling sys-
tem, including both static analysis to size the compo-
nents, and dynamic analysis to design a controller.

2 Applications of simulation models

Simulation model development represents a signifi-
cant strategical investment in industries such as pro-
cess, automotive, aerospace, and energy. Simulation
models are, however, never an end in themselves but
rather a means to answer questions in the engineering
design process. Such questions may be:

e Hardware optimization: find dimensions, set-
tings, and operating points for physical compo-
nents

e Verification: check that performance meets specs
in entire operating envelope

e Quality: check probabilistically that system specs
are satisfied given tolerances on components

e Controls: design, analyze, and test control algo-
rithms
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Simulation models should ideally be developed
such that they can provide answers to all of these ques-
tions. In the literature that address model-based engi-
neering, it is interesting to note that there is a substan-
tial cultural difference between research publications
in the control community compared to the first three
items in the list.

Robust design methodologies generally consider
coarse large-scale mathematical and statistical models
of complex systems. The models may be based on data
from physical experiments or supplier spec sheets, and
are generally steady-state [10]. The literature is heav-
ily focused on processes, workflows, and tools.

Control engineering literature has a strong mathe-
matical and analytical focus. Dynamics are central,
and simplified mathematical model classes are ana-
lyzed with rigor. Much research is focused on mathe-
matical analysis but there is surprisingly little written
on processes and practices for control design in the
product development process. It is commonly noted
that there is a significant gap between much of the
mathematically-oriented control research community
and industrial practice.

In practice, control design is often based on lin-
earization at a single operating point. For the design to
be successful, this operating point needs to be repre-
sentative of the dynamics across the operating range.
It is normally difficult to know how the dynamics of
the process vary with operating points and parame-
ter uncertainty. Control design methods that go be-
yond linear models are often cumbersome to use and
require a detailed understanding of which nonlinear ef-
fects or other process uncertainty that will be relevant.
In-depth domain experience or trial-and-error is gen-
erally needed to find these dominant effects.

In practice, PID controllers based on simple exper-
iments or linearized models are widely applied in in-
dustry, even though all real-world processes have some
amount of nonlinearity or uncertainty. It is not uncom-
mon to find controllers that perform poorly, with slow
responses or oscillations at off-design operating con-
ditions.

In this paper, we suggest how approaches from the
robust design field can be applied to analysis of dy-
namical simulation models and control design. In or-
der to use information on process nonlinearities and
uncertainty in control design, it is imperative that tools
be designed so that the relevant information can be ex-
tracted in a convenient and intuitive format.

3 Design-of-experiments

The term design-of-experiments (DoE) denotes
methodologies to gather information from a system
or process in a systematic way. Originally, it was
introduced as a means to collect statistically sound ex-
perimental data sets for establishing cause-and-effects
relationships.

In recent years, there has been an increasing interest
in applying DoE techniques to extract data from simu-
lation models [2, 1].

3.1 Terminology and designs

In the DoE terminology, a factor denotes a quantity
that is to be varied in the data set. An experiment is
the procedure of testing the system with a particular
choice of factor settings. A response is an outcome
that is measured in the experiment. A fest matrix is a
list of factor setting combinations to be tested.

Selecting an appropriate test matrix is key to design-
of-experiments. Figure 1 shows examples of possi-
ble test matrices in two dimensions. The first plot to
the left shows a design based on one-factor-at-a-time
(OFAT). Here, a nominal operating point is chosen,
and off-nominal behavior is checked by varying one
factor at a time. This is generally not an effective way
to gather information on the system, since no interac-
tions between the variables are considered. Neverthe-
less, this approach is often applied in an ad-hoc man-
ner to test robustness.

The second plot shows a full-factorial test matrix
design. This is equivalent to a multi-dimensional grid,
where two or more different levels are chosen for each
factor and the test matrix is then assembled from all
combinations of the different levels. This method may
work well in two dimensions but scales poorly with the
number of factors. Other designs that are still based
on fixed factor levels but that only select a subset of
combinations are often preferred. Examples of such
designs are fractional factorial designs, Box-Behnken
designs, or central composite designs.

When DoE is applied to physical experiments, it can
be advantageous to use a limited set of levels for each
factor. For example, each different value of the factor
could involve building a separate prototype. In simu-
lation models, however, these constraints are generally
not present and the test matrix can be constructed by
spreading the test points freely in the ranges of inter-
est. Monte-Carlo simulations spread the test points ac-
cording to statistical distributions of the factors, which
allows to get statistical estimates on distributions of
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Figure 1: Example of test designs in two dimensions. OFAT = one-factor-at-a-time, FF = full factorial. Each of

the four examples contain 100 test points.

the estimates. The third plot in Fig. 1 shows points
that have been randomly sampled from uniform inde-
pendent distributions for x; and x;.

To maximize the information that can be extracted
from the process in a limited number of simulations,
the points should fill the space spanned by the fac-
tors. Quasi-Monte Carlo designs use space-filling al-
gorithms to spread the test points in a way that cov-
ers the space better than random sampling. The right-
most plot in Fig. 1 shows a DoE design based on
the Sobol space-filling algorithm. The advantages
of using space-filling QMC designs instead of ran-
dom sampling can be substantial in higher dimensions
where corner-case are poorly covered by random sam-
pling [3].

3.2 Meta-models

The results of a DoE experiment consist of a list of
pairs of factor values and response values {x;,y;}i—1 v
where N is the number of experiments. In some cases,
it may be sufficient to verify that all y; fulfill specifi-
cations, or to pick one x; that give the desired outcome
of the response. Often, however, we are interested in
finding a factor combination x* in a continuous set 2~
that optimizes some criteria defined by x and y. That
is, it is necessary to interpolate between the points in
the test matrix. To do that, some regularity on the map
from x to y is assumed.

One way to find x* is to perform sequential DoE in
refined factor ranges close to the expected optimum.
To limit the number of required experiments, it is gen-
erally better to use the existing data to generate a meta-
model of the mapping from x to y. A meta-model is a
simple empirical model that is obtained by fitting the
data to some generic model structure, e.g. using linear
regression, splines, neural networks or gaussian pro-
cesses. Meta-models may also be referred to as surro-
gate models or emulators.

The role of meta-models is to replace the real sys-

tem with a simpler representation for analysis such as
optimization or verification.

4 FMI tools for dynamical systems
DoE

4.1 Modelica and FMI as a platform

Modelica has several attractive features as a platform
for robust design of dynamical systems. Modelica
component models normally have a sufficient level
of detail to study influence of component variability,
while still being simple enough to run large batches of
experiments. From the nonlinear DAE models, infor-
mation on the effect of both design parameters, oper-
ating conditions, and actuator settings can be investi-
gated.

The FMI standard provides increased flexibility
when model development and model analysis can be
separated to different tools. The strengths of differ-
ent tools and the skills engineering teams have devel-
oped using specific tools can be put to use more effi-
ciently than if each tool needs to provide features for
each potential modeling application. This facilitates
cross-team use of the same model portfolio for differ-
ent purposes.

MATLAB/Simulink is widely used as an environ-
ment for control design and implementation, and is
thus a natural tool for analysis of model dynamics.

4.2 Tool requirements

The objective of a Modelica-based DoE tool is to re-
move the hurdles that make engineers resort to ad-hoc
one-factor-at-a-time robustness testing.

The user wants to get a general sense of how sensi-
tive the system is to parametric uncertainty. To do this,
the user should be in charge of problem formulation,
and provide the following input:
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From this information, the tools should handle the
back-end work:

e Construct a test matrix based on the desired DoE
design and factor ranges or distributions

e Set FMU parameters

e Simulate the FMU at all points in test matrix,
finding steady-state

o If the user specifies values for FMU outputs, find
inputs that give these outputs

e Catching errors so that an entire batch of results
is not waisted by a single test point that failed to

simulate

e Linearizing the system at all points in the test ma-
trix

e Provide convenient methods to visualize the re-
sults

o Construct suitable meta-models for analysis

4.3 DoE features in the FMI toolbox for
MATLAB

The DoE tools in the FMI toolbox for MATLAB were
introduced in release 1.6 with the purpose to make it
easy and intuitive to perform DoE batch experiments
on FMU models. The workflow is summarized in
Fig. 2. The user specifies the names and distribu-
tions of DoE factors in either an Excel spreadsheet or
a MATLARB file.

A class, FMUDoESetup holds the information on the
FMU model to be simulated, the factor distributions,
and simulation options. A batch of experiments is
run by calling methods of FMUDoESetup that corre-
spond to different DoE designs: full factorial, Sobol-
sequence based, or Monte Carlo random simulation.
There is also a possibility to use a custom test matrix.
The DoE factors can be both FMU parameters, FMU
inputs, or FMU outputs. If outputs are defined as fac-
tors, an equivalent number of inputs must be defined
as ’free’ inputs with min- max- and nominal values.
These inputs are then optimized iteratively to obtain
the specified outputs at each test point.

These methods return an object of the class
FMUDoEResult that stores experiment results, includ-
ing input-, output-, and state data, simulation status,
and linearization at all test points. Data can be visual-
ized by calling methods of the FMUDoEResult class to
plot the main effects between the factors and reponses,
or to generate Bode diagrams or step responses for the
ensemble of linearized systems at all test points.

In the future, support for meta-models may be
added. An interesting application of meta-models gen-
erated from the DoE is to provide simplified subsys-
tem models that can be used as a substitute for the full
Modelica subsystem model in simulations of larger
systems.
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5 An example

This section demonstrates a detailed example on how
the tools are used in the design of an engine cooling
system with feedback control. The design process con-
sists of the following steps:

e Verifying feasibility of the suggested cooling
loop architecture

Sizing the components

Verifying the design for worst-case heat load

Designing a robust controller for the system

Verifying the closed-loop dynamics

Note that the example is chosen to illustrate the tools
and methodology; the architecture and parameter val-
ues do not directly correspond to any existing system.

5.1 Model and specs

We consider a cooling loop architecture where the
coolant temperature is actively regulated through an
electronically controlled coolant pump. Active control
of coolant temperature is achieved through modulat-
ing the coolant pump speed, as opposed to the con-
ventional cooling system architecture where a passive
thermostat valve adjusts the coolant flow to maintain
safe coolant temperature. Better control of coolant
temperature can help the engine management system
achieve better over-all fuel economy [9].

A Dymola model of the cooling loop is shown in
Fig. 3. The model is an example model provided in
the Modelon Liquid Cooling Modelica library. Inputs
and outputs were added to the model (inputs: heat flow
from engine, pump speed, and air mass flow through
radiator, outputs: pump mass flow, liquid temperature
drop over radiator, temperature of liquid after the en-
gine, and temperature of the liquid at the pump en-
trance).

The following specifications are set for the system

e The engine-out coolant temperature T,,1qn MUSt
not exceed 100 °C (373.15 K).

e The system should handle a heat load of Q.=
100 kW

e The ambient temperature operating range is
Tambient € ['2OOC’ 450C]

realExpression  PUMP_mass_flow
ump.summ?

realExpressiont  dT_liquid_radiator

radiator hea?

reaExpressionz  1_8ngine_out
T_after_eng?

e S— realExprassion3 T_pump_in
— T_before_p?

Be—
r radiator
Power [W]

[0 ]

=

nd?. pibar)

Figure 3: The cooling system model in Dymola

Three design parameters are considered: the maxi-
mum pump speed Ny, the heat exchange efficiency
n of the radiator, and the capacity of a fan that circu-
lates air through the radiator when the ram air flow is
not sufficient to provide coolin.

5.2 Sizing the system

The first step in the design process is to screen the
design space to see if there exist some combination
of parameters that meet the specifications. For this
task, we look at the worst-case heat-load: maximum
engine heat load and maximum ambient temperature.
We let the three design parameters be factors in the
DoE setup, and choose wide ranges for these factors
to get a sense of feasibility of the design. The setup is
summarized in Table 1.

Table 1: Experiment setup for screening the design

space
variable dist min | max | value
Q_flow [W] constant le5
T_ambient [K] constant 318.15
N_pump [rpm] uniform | 50 | 2000
mflow_gas [kg/s] | uniform | 0.5 5
efficiency uniform | 0.4 0.9

We run a batch of 100 experiments with a Sobol
QMC-design where the three factors are uniformly
distributed between their maximum and minimum val-
ues in a cube. Figure 4 shows the resulting steady-state
temperature plotted against each of the DoE factors.
The green dots represent test points where the speci-
fication on engine-out coolant temperature is fulfilled,
and the red dots represent test points that do not meet
the specification. Not surprisingly, the test points that
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Figure 4: Result of screening design

fulfill the specs have a high pump speed, a high radia-
tor gas flow, and a high heat exchanger efficiency.

The next step is to zoom in the design variables
to a narrower range to find appropriate component
specifications that meet the subsystem specification on
engine-out coolant temperature. The DoE setup for
this sizing task is given in Table 2. A new set of uni-
formly distributed test points in the new factor ranges
was generated, and the effects on coolant temperature
are shown in Fig. 5.

Table 2: Experiment setup for sizing the system

variable dist min | max | value
Q_flow [W] constant 1e5
T_ambient [K] constant 318.15
N_pump [rpm] uniform | 800 | 1200
mflow_gas [kg/s] | uniform 2 4
efficiency uniform | 0.6 0.8

From Fig. 5, we can now decide on a set of compo-
nent specs on the pump and radiator that would meet
subsystem specification. This would normally involve
a trade-off between cost and availability of compo-
nents. We will here choose the design

Nopump = 650rpm
n>0.65 (1)

mflow 2 3kg/S

At worst-case conditions in terms of heat load
and ambient temperature, this design gives Tiopian =
96.8°C.

O 140 140
K=}
3 120 120},

| - o st o IR
2 o e e
‘S 100 100 wetdee oLl
c LRI
g :] . o
~ 80 80

400 600 800 2 3 4
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Figure 5: Result of sizing experiments

5.3 Dynamics

In the next step, we examine the dynamic response
from pump speed command to engine-out coolant tem-
perature. The DoE factor setup is given in Table 3. The
factors were chosen to represent a range of operating
conditions for the system.

Figure 6 shows the Bode diagram of the linearized
systems at each point in the test matrix. It can be seen
that the system is nonlinear: there is a large difference
in the frequency response at different operating points.

We can now investigate the influence of the DoE
factors on the dynamic response. Figure 7 shows the
influence of the DoE factors on the steady-state gain of
the linearized systems. The pump speed is the factor
that has the largest influence on the steady-state gain.

5.4 Control design

The Bode diagram for the ensemble of linearizations
in Fig. 6 can be used to design linear controllers that
will have sufficient phase margins at all linearization
points.

For nonlinear systems, there are no general guaran-
tees that a controller that stabilizes each possible lin-
earization will globally stabilize the closed-loop non-
linear system. In many cases, however, this is more of
an academic concern. The alternative to looking at the
ensemble of linearization may be to look at lineariza-
tion in a single point. The ensemble of linearizations
provides significantly more information.

A PI-controller with K = —50 and 7; = 100 was de-
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Table 3: Experiment setup for evaluating the design

variable dist min max | nominal
Q_flow [W] free 0 le5 led
T_ambient [K] uniform | 253.15 | 318.15
N_pump [rpm] uniform 20 650
mflow_gas [kg/s] | uniform 3 10
efficiency uniform 0.65 0.8
T_engine_out [K] | uniform 350 370

Bode Diagram
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Figure 6: Ensemble Bode diagram showing the mag- linearized system at all test points
nitude and phase for linearizations at all points in the
test matrix.
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Figure 8: Step response of the closed-loop system

signed based on the ensemble Bode diagram.

Figure 8 shows the ensemble step response of the
closed-loop systems corresponding to the lineariza-
tions at each point in the test matrix.

6 Conclusions

We have presented tools and workflows to apply robust
design methods to dynamical models. The tools are
available in the FMI Toolbox for MATLAB. The aim
in developing these tools has been to provide meth-
ods to work with parametric uncertainty in dynamical
models in a lightweight and intuitive manner.

Each of the analysis and design steps in the cooling
loop example involve less than ten MATLAB com-
mands. By taking care of back-end work, the tools
allow engineers to get answers from models in a sys-
tematic fashion rather than ad-hoc testing.

It would be interesting to see an increased academic
focus on design process, tools, and workflows for con-
trol design. In this context, Modelica and the FMI
standard provide a powerful platform.
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